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Abstract. Non-verbal communication is an important part of everyday interac-

tions and human-computer interaction. Vision techniques and instrumented 

gloves for sign language recognition are commonly used, but these are often ex-

pensive and considered invasive to the user. This research proposes the recogni-

tion of words from the American Sign Language (ASL) using the SCEPTRE da-

tabase acquired by two Myoelectrical bracelets. Computational intelligence tech-

niques were used to optimize the number of attributes using Principal Component 

Analysis (PCA) and a classifier based on Neural Networks (NN). The results 

suggest that it is possible to reduce the attributes using PCA without significantly 

losing the quality in classification. This allows faster processing, a convenient 

feature for classifiers for real-time SL recognition. 
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1 Introduction 

Nonverbal communication is an important part of everyday interactions, Sign Language 

(SL) is the native language of hearing impaired people and consists of a set of specific 

gestures [1]. Sign language recognition (SLR) and gesture-based control are two appli-

cations for hand gesture technologies[2], in this regard most of the present work on sign 

language recognition focuses on two methods: the use of a single-lens reflex camera 

that interprets signs through computer vision and on the other hand the use of glove-

based gesture recognition [3]. 

The vision-based single-lens reflex camera may perform poorly under low-light con-

ditions and captured videos/images may be considered invasive to user’s privacy, as 

well as the detection glove is often expensive [3]. 

Many studies have suggested the use of surface electromyography (sEMG) signals 

as a method of interacting with machines. In an EMG-based interaction system, hand 
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gestures are captured by sEMG sensors measuring the activities of the muscular sys-

tem [4]. 

The human-computer communication usually occurs by text or voice; trained inter-

faces are necessary to recognize gestures on the traditional elements of the user inter-

face. 

The aim of the present research is to decode sign language taken by two Myoelectric 

bracelets using the SCEPTRE database [5, 6] using computational intelligence tech-

niques to optimize the amount of pattern through Principal Component Analysis (PCA) 

and a classifier based on neural networks (NN). 

2 Related Work 

According to the sensing technologies used to capture gestures, conventional researches 

on hand gesture recognition can be categorized into two main groups: data glove-based 

and computer vision-based techniques [7]. 

The work in [8] reported a system using two data gloves and three position trackers 

as input devices and a fuzzy decision tree as a classifier to recognize Chinese Sign 

Language (CSL) gestures. The average classification rate of 91.6% was achieved over 

a very impressive 5113-sign vocabulary in CSL. However, glove-based gesture recog-

nition requires the user to wear a cumbersome data glove to capture hand and finger 

movement  

The work [3] developed an impressive real-time system recognizing sentence-level 

American Sign Language generated by 40 words using HMMs. From a desk-mounted 

camera, word accuracies achieved 91.9% with a strong grammar and 74.5% without 

grammar, respectively. The work in [9]employed a spatiotemporal feature extraction  

Unlike the approaches mentioned earlier, the accelerometer (ACC) and electromy-

ography (EMG) sensor provide two potential technologies for gesture sensing. Previous 

studies indicated that the combined sensing approach could improve the performance 

of hand gesture recognition significantly [10]. [11]  have compared the performance of 

ACC-based and EMG-based techniques in the detection of functional motor activities 

for rehabilitation and provided evidence that the system based on the combination of 

EMG and ACC signals can be built successfully. 

The work [12] has done a study on combining accelerometer and EMG sensors to 

recognize sub-word level gestures for Chinese Sign Language and [4] show that com-

bination of multiple sensors helps to increase the recognition accuracy. 

Following this path, we add the EMG measurements from eight built-in pods in the 

Myo device to get information that can be leveraged to detect subtle finger movements 

and configurations, which are essential for detecting certain signs and distinguishing 

them from others. 

3 Methodology 

The global gesture recognition methodology consists of the following steps as shown 

in Fig. 1. 
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Fig. 1. Classification process of Signal Language recognition with Myo Gesture Control Arm-

band. Adapted from Raez et al /Biological Procedures (2006) 11-35 [13]. 

Amplification and Preprocessing 

 

The data set represented in Fig. 1, were taken from the database developed by [5], these 

data were obtained by using two MYO bracelets for some signs of American Sign Lan-

guage (ASL). The data set represents a subsampling data from a Myo placed on the left 

hand and the other one on the right hand of each user. The data reading is made by 8 

EMG sensors per bracelet at a frequency of 200Hz; it also has a nine axis Inertial Meas-

urement Unit (IMU) including three axis gyroscop (gyp), three axis accelerometer 

(accl) and three axis magnetometer (o). The Myo bracelet can extract IMU data at a 

sampling frequency of 50Hz. The range of potentials provided by the Myo bracelet is 

amplified between -128 and 128 trigger units. 

Fig. 2 represents the implementation of a user with wrist devices in each hand mak-

ing a gesture. 

 

 

Fig. 2. Deployment: A user with a wrist-band devices on each hand performing a ges-

ture[5]. 
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Data Collection 

 

The database consists of gestures taken from 10 healthy adults between the ages of 22 

and 35, each of whom performs a total of 20 ASL gestures. For this research the infor-

mation of 9 words made by 3 different users was selected, each user repeated the word 

5 times. The data set consists of 34 attributes and 1 class. The attributes in this data set 

are: 16 EMG vectors, 6 accelerometer vectors, 6 gyroscope vectors and 6 position vec-

tors. The number of classes is equivalent to the recognition of the 9 ASL words: (1) 

BLUE, (2) CAT, (3) COST, (4) DOLLAR, (5) ORANGE, (6) BIRD, (7) SHIRT, (8) 

LARGE and (9) PLEASE.  Fig. 3 presents the description of the attributes and an ex-

ample of the analyzed data vector. 

   

 

Fig. 3. Description of attributes and data vector. 

Principal Component Analysis 

The PCA [14] method, a common dimensionality reduction technique, aims to find a 

set of orthonormal vectors in the amount of data, which can maximize the variance of 

the data and map the data into a lower sub-dimensional space encompassed by those 

vectors [15]. It is widely used to retrieve important information from a multivariable 

table data and to retrieve that information as a set of few new variables called main 

components. These new variables correspond to a linear combination of the original 

ones. The number of main components is less than or equal to the number of original 

variables.  

Weka@ allows to apply a wide range of filters on the data, allowing to make trans-

formations on them of all kinds. It carries out an analysis of the main components and 

transformation of the data. Dimensionality reduction is achieved by choosing enough 

vectors of its own to reflect some percentage of the variance in the original data, by 

default 0.95 (95%). Based on the code from the attribute selection scheme "Principal 

Components" by Mark Hall and Gabi Schmidberger [16]. 
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Classification 

A multilayer perceptron (MLP) is often used as a classifier for it is the most popular 

type of neural network architecture. A multi-layer perceptron has any number of inputs, 

has one or more hidden layers with any number of units, uses generally sigmoid acti-

vation functions in the hidden layers, has connections between the input layer and the 

hidden layer, between the hidden layers and between the last hidden layer and the out-

put layer[17]. 

The advantage of a neural network is its ability to represent both linear and non-

linear relationships, and learn these relationships directly from data being modeled. It 

also meets real time constraints, which are an important feature in control systems [18] 

The multilayer perceptron is a classifier that uses backpropagation to learn a multi-

layer perceptron to classify instances.  

The network can be built by hand in WEKA@ or be configured using simple heu-

ristics. The network parameters can be monitored and modified during the training pe-

riod. The nodes in this network are all sigmoid (except when the numerical class, in 

which case the output nodes become linear units with no threshold) [16]. 

 

Fig. 4. Configuración WEKA@. Multilayer perceptron. 

Ranking and Optimization 

The classification and optimization were carried out in the WEKA@ software. A data-

based of 3 users was used with 5 repetitions each for the 9 selected words.  

Neural network training without optimization was performed with the 34 selected 

sensor attributes and using the multilayer perceptron.  The training and testing was per-

formed with the fusion "Use training set"; with this option WEKA@ will train with all 

available data and then will apply it again on them. 
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For the optimization, we used the filter "principal components" within the "unsuper-

vised" attributes of WEKA @. The configuration of the PCA filter and the MLP neural 

network are described in Fig. 4 and Fig. 5.  

 

Fig. 5. Configuración WEKA@. Principal Components. 

4 Evaluation and Results 

The experiments were carried out with a 9-word database with 7 sensor sets (attributes): 

(1) emg+accl+gyp+o (34 attributes) , (2) emg+accl+gyp (29 attributes), (3) 

emg+accl+o (29 attributes), (4) emg+accl (23 attributes), (5) emg+gyp (23 attributes), 

(6) emg+o (23 attributes); (7) emg (16 attributes). The results statistics for the 3 subjects 

are shown in Table 1 and the confusion matrix for the best 4 classification results using 

only the MLP neural network is shown in Fig. 6. 

Table 1. Classification and optimization results  

Atributes Multilayer Perceptron Multilayer Perceptron  
 with PCA 

(1) All (emg, accl, gyp, o) 100% 97.77% 

(2) emg+accl+gyp 99.25% 94.81% 

(3) emg+accl+o 100% 99.25% 

(4) emg+accl 95.55% 90.62% 

(5) emg+gyp 77% 74.07% 

(6) emg+o 93.44% 93.33% 

(7) emg 47.4% 47.4% 
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Fig. 6. Confusion matrix for better results. 

 

Fig. 7. % classification by no. of attributes. 
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In addition to using the 34 sensors of both myoelectric bracelets for MLP training 

and testing, the results indicate that the 2, 3 and 4 sensor sets retain sufficient charac-

teristics to obtain a good rating. In particular, set 2 (emg+accl+o) achieves the same 

classification as when using all sensors. 

The emg+accl data set reflects the best data set, as it decreased from 34 attributes to 

only 23 without the need for an optimization stage. 

The Fig. 7 shows the quality of classification with respect to the number of attributes. 

Applying the PCA filter to the total number of attributes showed a significant de-

crease of these attributes, the results for all data sets are shown in Fig. 8. The most 

effective option can be identified when working with the emg+accl+o sensors, since 

when PCA was applied it was possible to reduce from 34 to 20 attributes which 

achieved a classification of 99.25%, followed by this set, with only the emg+o sensors 

there is a total of 18 characteristics, almost half of the initials and there is a classification 

of up to 93.33%.  

 
 

Fig. 8. % classification by no. of attributes with PCA. 

5 Conclusion and Future Work 

The aim of the present research was to decode the sign language taken by two Myoe-

lectric bracelets using the SCEPTRE database. Using computational intelligence tech-

niques, 34 to 20 attributes were optimized through the Principal Component Analysis 

(PCA) filter, having a 99.25% classification with a "multilayer perceptron" neural net-

work. 
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For the further investigation, it is expected to use the PCA optimization method and 

the MLP classifier in an HMI system with the characteristics of real time operation by 

means of the bluetooth protocol, for the recognition of SL gestures on the traditional 

elements of the user interface 
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